Exercise

Derive the maximum likelihood estimator of following distributions:

1 Normal distribution

Assuming X, ..., X, & Nr(u,0?). Derive the MLE of y and o?.

HINT:

2 Exponential distribution
Assuming X1,..., X, kS Exponential(\):

fx(z;) = Nexp(—=Az), >0

3 Gumbel distribution

Assuming Xq,..., X, s Gumbel(u, §):

pota) = o (45" o (e (-5

4 Poisson distribution

Assuming X;,..., X, & Poisson(\):

_ ATexp(=A)

P(X =ux;) , k=0,1,...,n

5 Bernoulli distribution
Assuming X1,..., X, s Bernoulli(p):

P(X =uxz;) =pi(1 —p)lfxi, x=0,1

6 Binomial distribution

Assuming X1,..., X, s Binomial(n, p):

P(X =ux;) = (;ﬂb‘)pf(l—p)”_mi, k=0,1,...,n



7 Uniform distribution

Assuming X1,..., X, s Uniform(a, b):

fx(xi) =

8 Simple Linear Model

Assuming the following model:
Yyi = i + ui,

where y; and w; are scalars, z; € R¥, 3 € R, and for all i = (1,...,n), u; is an ii.d. random
variable following a normal distribution with mean p and variance o?. Derive the MLEs.

9 Multivariate Version
Assuming the following model:
y=XpB+u,

where y € R, u € R*, X € R™* 3 ¢ R* and u follows a multivariate normal distribution with
mean 0 and variance %I € R™ ", Derive the MLEs.



